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ABSTRACT

Thiz Final Report, presented in three volumes, describes a compar-
ison of candidate spread spectrum waveforms and the selection of a
preferred waveform o perform integrated communication, navigation, and
identification (CNI) functions. Satellites are presumed available in
appropriate orbits for global communication and navigation. A coordi-
nated frequency/hop/pseudonoise/time hop (FH/PN/TH) waveform is made
considering such factors a3 efficient use of satellite ERP in the re-
mote mode, multiple access of wide dvnami~ range signals in the direct
mode, range and range rate measurement accuracy, initial synchroniza-
tion, and equipment complexity for full capacity implementation in a
nominal 100 MHz bandwidti.

Since.CNI system requirements are not presently known, the wave-
form choice has been made considering a postulated worst case environ-
ment pased on future air traffic control requirements.

Implementation of the preferred CNI waveform will depend on certain
technologv developments particularly in the areas of wide dynamic range
receivers, phase coherent frequency hopping, high peak power pulse trans-
mitters, and LSI digital devices. However, a demonstration concept can
be advanced within the pres:nt state-of-the-art to illustrate the pre-
ferred waveform with scaled parametefs.

Volume I covers the concept formulation stucies leading to the
preferred waveform and demonstration concept while Volume II summarizes
the detailed performance and operatiocnzl analysis. Volume III presents

navigation considerations for the enroute case.
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SECTION VII
PERFORMANCE ANALYSIS AND SIMULATION

This section in Volume II of the Final Report for Iategrated Function (CNI)
Waveform Study preser.ts the performance analyses conducted in support of the con-
cept formulation and :ompa~isos of candidate waveforms described in Volume I. The
studies cover channel imodeling and detailed performance tradeoff evaluations of

various techniques that were considered during the program.

For a user terminal involving an essentially omnidirectional antenna, multipath
beconies a particularly important problen: arvea. The multipath niodeling employed

for the study is, accordingly discus:ed first,

7.1 MULTIPATH MODE LING

Significant evidence indicates substantial multipath can exist for satellit.-to-
aircraft links as well as links with similar geometry, such as aircraft-to-aircraft
and satellite-to-satellite. Under a recent study conductcd by NASA* satc!lite-to-
satellite multipath intensity was evaluated and found to be significant (approaching
desired signal level) when a user satellite was at altitudes between 100 and 1000 miles
above the earth and was attempting to relzy information through a synchronous satel-
lite. It is contemplated that sateliite-to-satellite multipath measurements wiil be

made in the near future, in support of this Data Relay Satellite System Program.

Substantial multipath has been measured by K. L. Jordan** of Lincoln Labora-
tory, in support of the TACSAT Program. These measurements were conducted at
250 MHz and showed uignificant multipath for thc satellite-to-aircraft link, wherein
the aircraft was a C135 flying in altitudes in excesa of 25,000 feet, Using correlation
techniques, Jordan was able to measure the intensity of the reflected signal off the
earth as well as the direct path signal level and such statistical parameters as the

fading bandwidth of the received signal, His measurements have indicated that when

* Wachsman and Ghais, '""Multipath and RFI Characteristics of a Data Relay Satcllite
System," ITC/USA/'69, September 1969,

* %k
K. L. Jordan, "Measurement of Multipath Effects in a Satellite-Aircraft UHF Link,
pp. 1117-1118, Proc. IEEE, Jure 1967.
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the reflecting surface is a calm sea, spzcular reflection will occur at angles below 10
degrees (at 230 MHz) and that the reflection will be primarily diffuse when the grazing
angle is in excess of 20 degrees. Furthermore, the intensity of the reflected energy
can be equal to. or in some instances greater than, that agscciated with the direct path,
depending upon the variations in the receiver antenna pattern. Receiver antenna pat-
terns have variations of up to 6 db when observed in various planes of polarization;
thus, while theory would indicate that the multipath should be equal to or less than

the direct signal, such anomalous antenna bebavior can cause the reflected signal to

appear larger than the indirect signal.

Multipath is of concern to such agencies as the FAA because of its deleterious
effects on the conventional traffic control beacon (ATC) system. Measurements con-
ducted by Joseph Hermann, * in the late 50's, at the Indianapolis Airprt, indicated
that in such an cnvironment multipath between aircraft and conventional air traffic
control ground stations, as wcll as between aircraft, can be ~uitc significant, normally
on the order of 6 db below thc direct signal path, but in some instances can be egual
to the direct signal path strength, To combat the effects of multipaih, the FAA initiated
studies into broadband coding techniques, such as truncated Rced-Solomon coding, to

provide signal immunity in the presence of multipath.

This discussion describing the existence of multipath on various types of links
that are similar to those in &« CNI system, serves to point out the fact that multipath
can in fact exist and that it can be a significant factor in the determination of the final
verformuncc of any CNI system. If full coverage service is to be provided by a CNI

waveform, then this waveform must combat its own multipath during the entire mission.

7.1.1 MULTIPATH MODE L, FOR CNI TRANSMISS!ON CHANNLL

Priortoanyin-depth analysis to determine the effects of multipath on various
types of candidate waveform, it is advisable to determine the nature of the transmission
channe! associated with the user-to-satellite link. What follows is a description of
this channel in terms of its statistical time varying parameters. The transmission
link bctween any ground station with a directive antenna and a satellite is rather

conventional and for that reason need not be treated.

%
Private communication.
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Shown in Figure 7-1 is the transmission link between a potential usz2r and the
satellite. The channel consists of a direct path and & potential indirect path resulting
from reflection of the satellite signal from the earth and received by the user. This

link is symmetrical and the same multipath situation arises when the uscr is trans-

mitting to a satellite. The user antenna is assumed to be aimost omnidirectionral,

possessing antenna pattern irregularities on the order of + 5 decibels with respect to
omnidirectional characteristics. The antenna on board an aircraft will also vary in

performance depending upon aircraft shadowing, etc. Thus, we can expect varying

degrees of multipath energy as seen hy an aircraft depending upon the aircraft's
attitude relative to the earth and a particular member of the sateliite system.

The direct path is characterized by a signal that is nonfading, This is only

approximately true since atmospheric effects and antenna irregularities will cause

the direct path to fade to some extent, For the purpose of this analysis, however,

we will not consider the direct path as a fading channel, The direct path does, however,

have associated with it Doppler, and therefore, Doppler rate variations. These are
dependent upon the frequency of operation, the vector velocity, and the vector velocity
rate of change between the user aircraft and a particular satellite. In addition to the

direct Doppler path there is a multiplicity of indirect signals that resuli from energy

SATELLITE

DIRECT PATH

\/—————___/7

INDIRECT PATH / h
g |
FARTH S SURFACT

']
%9-1177 W i

UNCLASSIFIED

Figure 7-1, Satellite to User Link
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reflected from the earth's surface and arrive at the user aircraft delaycd with respect
to the direct path, This Indirect path is characterized by its dispersive naturc; that is,
a time spread in energy and a fading bandwidth is associated with the indirect path,
The indirect path is also characterized by the type of reflection from the earth's
surface. This reflection is bounded by the two extremes of eompietely diffuse scat--
tering or completely specular scattcring, In some instances, the indirect path is
corrcctly synthecized by a combination of diffuse and specular paths depending upon

the complex natuie of the reflecting surface,

Such a complex transmission channcl can be replaced by its equivalent band-
pass linear filter representation as shcwn in Figure 7-2, The direct path is eharacter-
ized by an impulse respcnse that is esscntially time invariant with the exception of
Doppler, and the indirect path can be characterized by a time varying dispersive
impulsc rcsponsc.  An electrical analog that can be used as a simulator for such a
transmission channel is illustrated in Figure 7-2. The simulator consists of a number
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sh-1178 X'S ARE INDEPENDENT BIASED SAUSSIAN CUEFFICIENTS WITH BANDWIDTHS
UNCLASSIFIED WHICH ARE EQUALLY TO THE FADING BANOWIDTH OF THE REFLECTED SIGNAL °

Figure 7-2. Electronic Simulator of the Multipath Channel
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of fixed delays relative to the direct path and situations of complex multipliers and

Doppler frequency synthesizers.

Depending upen the wavelength of operation relative to the Rayleigh criteria,
ihe reflected path will be ejither specular or diffuse, or a combination of the two.
Therefore, we can expect that the multipiicative coefficients associated with the
respective deleyed signal replicas may be either Gaussian or non-Gauseian in nature,
The Rayleigh criteria, ox roughness factor, Ah, is given in Equation (1) and repre-
scnts © rule-of-thumb for the dividing line between specular and diffuse scattering

from a surface.

Ah < A/8 siny

(for specular reflection) (1)

In general, the power associated wich the indirect path will be constrained to be
cqual to or less than the power associated with the direct path, although in practice
it is possible for the total energy in the reflected path to exceed that associated with
the diract path, This is primarily true because of antenna gain irregularities as a

function of angle.

In the following discussions, we will evaluate the effects of diffuse and specular
muitipath on the nerforimance of PN systems. We have chosen to do this because the
diffuse and specular reflection cases represent extremes and will allow us ‘o bound

the performance of the above systems under extreme multipath conditions.

The expecteq average time delay between the direct and indirect path for a
sateilite-io-aircraft link is now evaluated asruming that the satellite is in a synchro-
nous orcit and that the aircraft is at an altitude of 100, 000 feet or less.

From the geometry of the situation illustrated in Figure 7-1, we find that for
grazing angles in excess of 20 degrees the difference in the path lengths between the

direct and indirect path is accurateiy given by
Al = 2hsing (2)

where
hieight of the aircraft

grazing angle
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Thus, the time celay becomes
2h .
— 3
Td m siny {3)
We expect that for grazing angles above 20° and for reasonable sea states or terrain
rrughness factors, the primary mode of reflection will be diffuse although for certain

surfaces specular reflections will occur.

Given that the aircraft can be a high pcrformance aircraft and operated at
speeds up to roughly mach 3, the following equatiors adequately descrike the fading
vandwidth associated with reflected cnergy. This assumes that we can reprcsent
the terrain in terms of a rms fluctuatior in its height and that its correlation in length
along the surface of thc earth can be adequately represented. It follows that the fading
bandwidth is given by*

f, = V8 zk—nzsin(d—n/Z)Vv

7
' or s Fading Bandwidth 4)
fy = V8 5-tcos@ -m/2)Vy )
where
£t = Ah/L
Ah = rms height variations
L = correlation distance along the veflecting surfuce
VV = vertical velocity relative to the earth
VH = horizontal velocity relative to the earth

For most situations, the differential Doppler and the fading bandwidth will be essentially
overlapping; that is, the difference in Doppler between the direct path and the indirect
patit will he smaller than the total fading bandwidth fur diffuse reflection and theretfore
the dircet path ard the indireet path will be overlapping in frequeuey spectrum for nost

circumstances.
1.2 THE EFFLCTS G MULTIPATH ON ERROR PROBABILITY OF PN SYSTEMS

7.1.2.1 The Output from the PN Correlation Receiver in the Presence of Multipath

Since much of the anaiysis to follow, concerning the performance of PN syvstems,

in the presence of multipath, depends upon an accurate knowledge of the output noise

S.H. Durrani and H. Staras, "Multipath Problems in Communication Between Low-
Altitude Spacecraft and Stationary Catellites,” RCA Review, March 1963, pp. 77-105.
=204~
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components of a correlation system, we will spend a few moments discussing the

nature of these noise components so that the analysis will be relevant to the reader,

The input to a correlation receiver of the type used in a PN system can con-
sist of a variety of interference sources. These include Gaussian background noise,
intentional interference as well as self-noise or multipath generated from reflected

signals cff the earth's surface.

We will consider for the purpose of analysis that the output of a cor.elation
receiver, having some processing gain (PG) or an equivalent time bandwidth product
TW, in response to Gaussian noise and uncorrelated interference is esseatially
Gaussian, In other words, the input noise and interference is suppressea by the TW
product of the receiver, and this resulting amount of noise represer ., .1 Gaussian

noise that ccitributes to the degradation of the system,

In addition to the Gaussian noise, multipath ean produce non-Gaussian noise
at the correlator cutput. For cxample, if the multipath signal is essentially specular
and the differentiai time delay between the cirect and the indirect cignal path is less
then the duration of PN chip, the output of the correlation receiver will consist of
tw:« components, one of which is Gaussian and the other is non-Gaussian, The portion
of the reflected signal within the eorrelation aperture will produce a randomly phased
component that can ¢ represented as a CW term whose power is propertional to the
square of the correlation coefficient between paths times the power in the refleeted
path. That portion of the reflected signal that remains outside the correlation aper-
ture preduces essentially Gaussian noise suppressed by the TW reeeiver produet,
and this noise ean he added directly to the Gaussiaa noise resulting from ambient

noise and interfercnce.

When the reflection is specular, a differential Doppler will exist between the
direet and indirect path entorcing the postulaticn that the non-Gaussian eomponent

at the output of the correlation receiver wiil be a randomly phased CW component,

When the refleetion from the earth's surface is comoletely diffuse and the
differential time delay beiween the direet and indirect path is less than the correlation
aperture, the output components of a correlation receiver will be all Gaussian, The

ambient noise and interference will be reduced by the TW prodict of the receiver as

-205-
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will the Gaussian noise produced by the reflected signal that lies outside the correla-
tion aperture. That portion of the reflected signal whicn lies inside the correlation
apertures will produce a Gaussian noise component whose power is proportional to
the square of the correlation coefficient between the direct and indirect paths times

the amount of power in the indirect path, and this term will not be diminished by the
TW product of the receiver.

In the analysis which is to follow, the above model of the output of a correlation

receiver will be utilized to obtain expressions and curves for the performance of a PN
system in both specular and diffuse multipath. This performance will be measured in
terms of the expected binary error probability and later in paragraph 7.6.2 , the
rms time jitter for an optimum code tracking system for navigation purposes. The

results will indicate the tolerable level of multipath for a typicai CNI waveform.

7.1.2.2 Specular Multipath

When we consider the indirect path to be a perfect reflection, we are able to
approach a reasonably accurate solution to the degradations imposed on PN systems
by multipath. This is illustrated in Figure 7-3.

For the purpose of analysis let us assume that the data is PSK and that the

svstem is a PN coded system. The amount of noise power found in the post-correlation

filter is given by the following terms.

Nin (]'pz)sind 2
Noise in post-correlation = Tw T W +p Sind (5)
filter .
Gaussian ncise Ccw

2
(Power =¢")
Here, Sind is the power in the indirect path.

The noise power consists of the ambient Gaussian noise reduced by the pro-
cessing gain plus a Gaussian noise resulting from partial decorrelation with the
reflected path diminished by the processing gain (TW) and finally a CW term that

represents the partial correlation p of the direct and indirect path. The factor p is
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Figure 7-3. Simplified Multipath PN System Geometry

a number that lies between 0 and 1, and the amount of energy in the indireet path
is a funetion of pclarization, ground eonduetivity, grazing angle, ete.

After a few algebraie manipulations, a eonditional binary error probability is
obtained with the following form. '

\ T
P \,28 sinAw= a
P (8) = %erfc A (14 Amd T2 eos (6)
= VZ_(T Aw?

where

g- 8 -AuT/2, 8 isa random phase angle

A signal strength of the direct path
‘,zsind = signal strength of the indireet path

T = duration of the binaryv symbol

A differential doppler radian frequenev

Under the assumption that the phase angle 8 ussoeiated with the speeular
multipath interferenee is a random variable, we cetermine the average binary error

probability I3 averaging the eonditional density over a uniform density in phase. This
results in

m
P o (1/2erfc [ 2

L V2o

]
(14 K cos 01 dy (7

The above equation has heen programmed on a digital eomputer and the resuits are
shown in Figure 7-4 for various values of K in t:rms of direet path energy per bit

E/”No. K is the ratio of the signal strength of the refleeted path to that of the direct
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Figure 7-4. Average Binary Error Probability for PN/PSK in the
Presence of Speeular Multipath and Gaussian Noise

path weighted by the eorrelation eoefficient p.* Using the results shown ip Figure 7-4,
it is now possible to determine the resultant average bit error probability as a funetion
of the eorrelation coefficient p given that the ratio of the direet to the indircet path

is fixed. For example, the average bit error probability versus » is illustrated in
Figure 7-5 under the assumption that the direct and indirect signal path ratio is

unity, the input signal to Gaussian noise is unity, and the TW product (or processing
gain) is 12 dh. Note, that the noisc power from the interferihg path changes as a
function of p; that is, the Gaussian noisc contributioi. resulting from partial correla-
tion upproaches zcro as a correlation between direct and indirecet path increases. If

a conservative upper bound on the system performance is desired, this bound ean

be obtained, in most cases, bv simple drawing a straight line on Figure 7-4 between
the average bit error probatkility curve for zero correlation and the K value associated
with maximum corrvelation. Ke2ep in mind that K is the product of the ratio of direet
and indivect signal strength times the correlation coefficient p.  Such a line repre-
sents an upper bound on the system performance in that it does not consider the change

In noise power resulting from partial correlation.

*
This is true when Aw T/2 is small.
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Figure 7-5, Average Error Probability Versus Correlation
Between Direct and Indirect Path

7.1,2.3 Diffuse Multipath

In the previous discussion, the effects of specular inultipath on a direct PN
system were evaluated, It is also of interest to cvaluate thc cffects of diffuse scat-
tering on PN systems since diffuse scattering will probably piredominate for many of

the L-band and X-band transmissions postulated for a CNI channel.

To carry out this evaluation, we assume that the diffusc reflected energy
can be broken down into essentially discrete paths. FEach path will assume to be
fading according to a Rayleigh amplitude statistic, and each path will bc essen-

tially uncorrelated.

As two extreme cases, either the total time spread in the indirect path is
assumed to be equal to the duration of one PN chip or the time spread is assumed to
bc much greater than the duration »f a chip. Furthermore, it is «ssumned that 2ach

of the paths associated with thc indirect path contains equal power and that the sum
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total of powers associated with cach of the subpaths equal to the total power eontained
in the reflected path. With these assumptions, it is possible to determine the perform-

ance of a PN system in diffuse multipath interferenee.

Casc I - The time spread in the indirect path is assumed to he confined to the
original correlation funetion of the PN scquenee, und the indirect signal is diffuse.
Under these eireumstanees the amount of noise power produced at the correlator

output and seen by a detcetor (PSK) is given by Equation (8).

2
N. (1-p7)S,
. in ind 2
Noise Total = TW + T +p Sind (8)
e ————

All Gaussian noisc terms

where
p = degree of correlation or signal overlap, 0<p <1

Sin(l = amount of power in the indirect path

We sce that as the indirect and the direct paths become mare and wore corrciated, the
amount of noise power that contronts a binary decision increases as the square of
the corrclation coefficient,and the noisc will be essentially Gaussian since the diffuse
path is fading according to a Rayleigh statistic. The amount of interference due to
the reflected energy associated with the uncorrelated indireet path is suppressed oy
the system TW product as is the input noisc that is always associated with the system.
The past-correlatics or predetection signal-to-noise ratio, therefore, will in effect
approac 0 db when the correlation cocefficient is 1 and the direct and indircet paths

are essentially equal.

The resulting binary error probability (PSK) is given by

s
‘ direet
I3 (1/2yerfe > )
N . N, 1 - 7N, .
diffuse mo time in | LNt ind e
spreading) TW TW P Vind
where S ix the signal power in the dircet path.  Fqgeation (9) has heen plotted in

direct o
Figurce 7-6 for various valucs of \/Sind' Sdirv('t and shows that an irreducible crror

probability exists due to the diffuse multipath,
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Figure 7-6. Average Error Pronability, Diffuse Multipath
No Time Spreading

Case II - Now, let us assunic that the muitipath signal is time spread such that
the total reflected signal is distributed over a time that is large ecompared with the
correlation window of the binary sequence, Ve can expect that only a fraetion of the
reflected power will contribute directly as additional Gaussian noise in the receiver,
the rest will remain uncorrelated and suppressed by the TW produet. Thus, as a

function of the eorrelation coefficient we have noise terms whieh have the following

form.

B 2 A S
N, P T “ind ‘
N ~_in spread | 2q A (10)
“total TW TW P Ping\T_
spread
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where
A = the duration of a PN chip
= i i
Tspread the multipath time spread .
p = the overlap or correlation between dircct and indirect paths

Sind = the total power in the indirect signal.

Time smear in the indirect path will be advantageous since time smearing in

the indirect path forces more of the reflectec energy to be decorrelated in the rcceiver,

thus subject to the suppression by the processing gain of the receiver.

7.1.3 DEGRADATION IN PROCESSING GAIN FOR A PN SYSTEM TRANSMITTED
THROUGH THE IONOSPHERE
The ionosphere is a dispersive transmission channcl and therefore acts to
degrade thc performance of wideband signals that pass through the ionosphere. The
ionosphere amplitude response mzay be considered as constant with frequency for the
frequencies of interest, whereas, the ionosphere phasc response is nonlinear with

frequency.

The dispersive nature of the ionosphere can be cvaluated by expanding the
ionosphere phase response in a Taylor series about the carrier frequency. The first
distortion term in the phase response is associated with the third term of the Taylor

series expansion,

B(w) = BO+K]wo(w-wo)-K2w02(w-mo)?

To determine the degradation in processing gain for a PN system, it is neees-
sary to first determine the approximate impulse response of the dispersive ehannel,
Elliott* has determined the impulse rcsponse for a dispersive ehannel having essen-
tially the same nonlinear phase characteristies as the ionosphere. The impulse

response is eomplex and given in Equation (11),

*
R.S. Elliott, '"Pulsc Waveform Dcegradation Due to Dispersion in Waveguide, "
MTT-5, No, 4, Oectober 1957, IRE Trans cn Microwave Theory and Techniques,
pp. 254-257.
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where

L = width of the ionosphere

vz
J-?—- [ cos uZdu
s
vz
J%— / sin u2du
0

The impulse response consists of an inphase and quadrature component,

c(z)

5(z)

When a PN gystem is transmitted through the ionosphere, both inphase and
guadrature components will serve to degrade the system, however, sinee the quad-
raturc component of the impulse response gives rise to an odd function of frequeney,
the quadratore component will not dcgrade the correlation peak or maximum proeess-
ing gain of the system; rather, the inphase component of the impulse reaponse, which
gives rise to an even function in frequeney, will be the major contributor to the
reduction in proccssing gain for a PN system. In Figure 7-7, we illustraie a low
pass equivalen* modcl for the PN eorrelation system that rcflects the frequency
transfer funetion resulting from inphase and quadraturc eomponents of the impulse
response of the ionospherc. Since the inphase eomponert of this impulse response
is Gaussian in shape, its frequeney weighting is also Gaussian. The reduction in

processing gain for a PN system can be caleulated from the following ¥ quation (12),

_ 2u sinZax -%? .
R = T [ W e dx (1
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Figure 7-7. Ionospheric Channel Transfer Function

A

[ IS

A = Chip Duration

The reduction in processing gain is plotted as a function of the phase constant in
Figure 7-8. In Figure 7-8, the pulse shape distortion factor a = 2/o related to the
phase coustant is also plotted for an electron density of 50 x 1012 clectrons per
cubic centimeter. * From thc above analysis and Figures 7-8 and 7-9, we see that
it is adviseble not to use PN chip rates in excess of 100 MHz when operating at a
carrier frequency of 2000 Mz, Wider bandwidth signals can be used if higher fre-

quencies are avaiiable.

*Counter & Reidel, Calculations of Ground Space Propagution Effects, Lockheed
Report LMSD-2461, 22 May 1958,
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7.2 MULTIPLE ACCESS CONSIDERATIONS

This study task goal provides a quantitative comparison of the multiple access
capahility of waveforms applicable to the specific problems of the CNI environment.
This discussiocn of t:2 problem outlines what arc considered to be the specific CNI
problems, forwards several critcria for evaluating thie performance of a specific
waveform and provices preliminary comparisons based on theoretical best and worst
cases, Following these discussions - during which it iz concluded thai some form of
TDMA is requaired - a simuiation is performed using random selected terminal posi-
tions within a communication range circle. The simulation shows good perforinance

for a system employing TDWMA with parallel charnels,

Because of the desire to intcgrate the navigation functions with the corimuni-
cation and IFF functions, only those wavcforms that are inhercntly widcband are
considered. This restriction eliminates FDMA or self-organizing narrocwband sys-
tems and confines the waveforins to the categorics listcd in Table 7-1. There, the
available multiple access techniqucs arc classified aceording to their continuous or
intermittent use of time, and by their total or partial occupancy of the total bandwidth
at any instaut in time. A further distinction is made when intermittent use of timc is
employed, between synchronous and as¥nchronous systems. The examples given in
Table 7-1 are examined for their spccific applieability to the CNI net cenfipurations

evaluated in the following sections.

Table 7-1. Available Multiplc Access Techniques

Classification Example

Continuous Use of Time

Total Bandwidth Pseudonoise
Partial Bandwidth Frecucney Hopping
Intermittent Use of Time
Synchronous
Total Bandwidth Time Division Multiple Access
Partial Bandwidth Frequency Hop-Time Division
Multiplc Aceess
Asynchronous
Total Bandwidth Time Hopping
Partial Bandwidth RADA (Time Frequency Matrix)
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A significant difficulty in this study, over and above a definition of the actual
probiem, is thc establishment of the criteria upon which a quantitative eomparison
is to be made. Since real CNI operational rcquiremcnis are presently nonexistent,
othcr eriteria must be developed. Following a description of the eriteria to be
cmplo, the parameters of the CNI environment used to derive performance com-

pari are diseussed.

7.2.1 COMPARICON CRITERIA

Since no specific criteria exist, and different waveforms show varying sus-
ceptibilities to specifie environments, several arbitrary eoriparison critcria for
multiplc access performance are used. First, the basie thcoretieal hest performance
will be given for the various waveforins. This critcrion wiil give the theoretically
attainable multiple aceess capability in terms of a bandwidth efficieney parameter-
nultiple access rate - which expresses the multiple access capability in terms of

hits per second per Hertz,

The multipie access rate criterion is useful in demonstrating what is theo-
retically possible; it does little to predict the capability in a realistic envircnment,
however, Another comparison criteria set would then be 2 worst case evaluation.
The worst case condition for each seriously congidered waveform is established.
These evaluations provide a set of performanec levels for rach waveform showing
its worst ease performance and the performance of all waveforms in the samc envi-
ronment. Four fundamental worst case paramcters eonsistently appear in waveform
evaluations: signal strength variation, differences in time of arrival, aud signal time
Jdispersion and spectral oceuparey. These parameters, deseribed in more detail

subsequently, are mentioned here to provide cxamples of the comparisons to be madec.

Both the theoretieal best and worst casc performanee evaluations are useful
in that the. provide bounds on the eapability of a particular waveform. Their short-
eoming is that thesc extreme cases usually do not reflect realistic i epresentations
of the cnvironment to be encountered. A procedure that gives more realistie results
is to form a probabilistic mod«1 of the net and simulate total net performanee, given
th-> assumed geographieal distribution of the terminals, any power control constraints
imposed, random selcction of subseribers in time given duty factor, and varyiag

numbers of subseribers.
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The resuits of sueh a comparison provide probability eurves of sueeessful
message eompletion as a funetion of the number of subseriber inthe net. Parameters
that eould be varied would be duty faetor 1or subseribers, geographieal distribution,
modulation technique, data format, and coding assumptions., Simulations still do not
give preeise angwers about the performanec in a CNI environment. They do, however,
give realistic quantitative comparisons of the modulativon formats of interest and show

trends that will indicate parameters to which each waveform is partieularly suseeptible.

Three different means of comparing the selected waveforms have then been
chosen t» provide complementary means of comparison. The theoretieal besi ease
shows what can be attained under perfect eonditions. Worst ease evaluatior. shows
limitations that set performanee (and applieability) bounds. The probabilistie models
provide more realistic, quantitative performanee data and will be applied to waveforms

surviving the preliminary eomparisons. To evaluate performancc under these eriteria,

some typieal parameters of a CNI nct must be assumed. The following section diseusses

these assumptions.

7.2.2 PARAMETER MODE LING

The fundamental requirement for CNI multiple aecess is the support of a number

of information sourees having different duty faetors, data rates, user requirements,
and relative importanee. The CNI system must provide these different information
transfers in an environment eausing large variations in signal strength reeeived from
users and interferers, differenees in time of arrival due to propagation time delays,
and signal dispersion eaused by multipath and other phenomena behaving as channel
memory, Since the goal of this study is to provide a quantitative comparison of appli-
cable waveforms, the requirements and the envircnment are modeled in a definitive
manner. The modeling presented is considered to be representative and will, there-

fore, provide a more realistie evaluation than simple worst or best case evaluations.

7.2.2.1 Requirements Parameters

The information transfer modes ean logieally be divided into five eaiegories:
direct communication, remote communication, enroutc navigation, landing navigation,
and II'F  Within each of these categories subcategories exist that affect the multiple

access nerformance and criteria.
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In the direct communication mode, several types of information must be con-
sidered. At present, the great majority of communication nets are voice. For the
CNI system only digital formats will be considered for voice; two digital voice formats
seem reasonable to consider. The first is 19,2 Kb/sec delta modulation, This modu-
lation format has been shown to product tactical quality voice even with a random bit
error rate of ten percent (see paragraph 7.3.3 ). The second type of digital voice
to be considered is 2400 bit-per-second vocoded voice, Present vocoders perform
adequaicly at bit error rates of two pircent and even higher, These two digital voice
formats are the only modulations considered for voice, and the ten and two percent

random error rates are considered as the threshold criteria for each technique.

In addition to voice, the direct communication model must support at least
two distinct forms of data links. The first will be esscntially continuous in na:ure.
Long messages will be transmitted allowing decoding processes to he performed over
a large number of data hits. The second type of message would be typical of tactiea:
data control nets that use burst transmissions of 50 to 200 bits duration. Thus, only
limited duration decoding intervals can be employed. This distinction becomes
important when modulation techniques yielding burst interference are considered.
The message duration is the only distinction that will be made between the above data
links. Both will be considecred to be 2400 bits-per-second channels and both require
a 10-5 output error rate., The data transfer in the direct mode, thus, has more
demanding requirements than either of the voice formats. In the discussions that
follow, then, modulztion comparisons are based on the 2400 bps and a 10-5 error

rate.

Tyrical subscriber needs are hypothesized to provide a needed comparison.
An airborue subscriber must be able to continuously guard and transmit on at least
two separate addresses or channels, He must further be able to simultancously
participate actively in a tactical control net. This requirement to simultancously
transmit and receive (overlapping message intervals is implied here) from a single
platform, will be shown later to eliminate all strictly continuous wavefcr, .s from

consideration,

A typical ground station will bc considered to control up to 100 aircraft,

participate in 1p to 25 voice nets, and operate two data nets, one for tactical control
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and one for landing. Further, continuous data links are maint2ined with other control
terminals in the area. Thcre may be as many as three such terminails in a single
operational area. These parameters for the control station participation in the direct
nets are mentioned because use can be made of {ransmission multiplieity from a

single point, Subsequent netting requirement discussions show the specific applicability.

The remote communication nets comprise voice and continuous (i. e., long
duration) datu transmissions. With the exception of short data message requirement
elimination, the subscriber requirements are the same as the direct mode. It is
assumed that tactical airborne platforms do not have to transmit and receive simul-
taneously in the remote mode, but that ground terminals must. Large airborne plat-
forms (command posts, AWACS, etc.) have the same requirements as a ground

control terminal,

The enroute navigation signals considered involve updating at least once per
second, of information received from each of four ¢ » possibly five navigation satellites.
A 10¢ bit-per-second data rate is assumed to be associated with each of the satellite

Y =4
signals and the previous assurnption of a 10 ? error rate remains.

The IFF is considered as a unique requirement only in the direct mode. Each
airborne terminal must be capable of simultancously detecting at least three inter-
rogations in an environment typically including at least 100 interrogations. Subsequent
response to all three interrogations is required. IFF again requires simu. aneous

reception and transmission frcm a single aircraft.

The landing navigation mode is not addressed direetly here since it is not
expeeted to greatly influence multiple access udsage. [.ocalized use, directive antennas,
and limited aircraft all reduce the landing mode load significantly below iiia. cf the

other nets,

1t is useful in subsequent discussicns to typify the nets described above into
four general netting configurations; each warrants individual eonsideration when eon-
sidering multiple access for CNI. The charaecteristie that distinguishes the individual
configurations ' : the degree to which differences in signal arrival time and power
variations can be controlled. These factors have gignificant effect upon the CNI

waveform selection and, ihercfore, each netting eonfiguration is ecnsidered separately.
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The four classes of nets are shown diagrammatically in Figure 7-10. In
Cuse I, there are no fixed geographical relationships between individual subseribers

in the net. This configuration models the gencral air-to-air communication and

IFF. Case I1s the most difficult of the casecs shown in Figure 7-10 from the multiple

access point of view in that there is no mechanism available for controlling dif-
ferences in time of arrival or signal strength variation. It is in Case I that the full
range of the time of arrival and signal strength differences from remote terminals

is realized.

Case II 1n Figurc 7-10 represents the situation in which a large number of
aircraft are controlled from a single terminal. This case is impertant beeause
of the large amount of such traffic and because the cas2 allows control not available
in Casc I. Several nets from such u ground statior arc continuous in nature and,
in general, the traffie will be quite high., The terminal can casily control bhoth
timing and power Lalance between the links; therefore, the aiverall will be receiv-
ing well coordinated signals from the terminal, In & sinular manner, cuach air-
craft can time its transmission and, in principle. control power to provide a well

structured signal sum at the ground station,

In Case II, there is again ne way to control siguals trancmitted Irom one
aireraft and arriving at anothcr, Further, it is not obvious how the control avail-
able in Case II would actually be employed in an overall net. The case is singled
out because the availability of control can make these particular, high traflic
density nets more cfficient from a multiple access standpoint if the coordination

is properly used.

Case III represents the communication relay casce.  The most comron
relay mode will be via satellite, but an airborne relay mode may he used for range
extension in a4 tactical environment. In the satellite mode the ranges cause rovad
trip delays on the order of tenths of seconds. Because cach terminal can cusily

monitor its own signal, however, it is a relatively casy matter Lo achiceve very
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accurate relative timing at the satellite. Experiments run to date have shown
that timing accuracies better ihan 100 nanoseconds can be achieved relatively

easiiy.

Power control at che satellite will remain a problem, however. Even
if steerable antennas are employed on the aircraft significant power variations

are inevitable. With omni directional antennas the variation will be extensive.

A difference between the remote mode and the direct mode will be that,
even with advanced satellites, the received signal from the satellite will be
exiremeiy weak., This will comnlicate any attempt to have the direct and remote

modes occupy the same spectrum.

Case [V is included to demonstrate the problems associated with making
the planned navigational technique multiple access with the direct and remote
communication nets. In a subsequent discussion on net timing, the time differ--
ences realized are described. The satellite used for navigation could aiso be

used for communication, but again the ellipticity of the orbits will be «

problem,.

7.2.2.2 Environmential Parameters

Four environmental characteristics that drastically affect the multiple
access capability are: variations in signal strength, differences in arrival
time, signal dispersion, and spectral occupancy. These topics are discussed

and paramecters established that are typical of the CNI environment,
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1, Signal Strength Variations: Fundamental to both the signal strength
variation problem and that of differences in arvival time is the question of range dif-
ferences between communicating terminals and interfering terminals. In the direct
mode, it is assumed that the minimum range will be 100 feet between a receiving
terminal and an interfering terminal while maximum range is 390 nautical miles.
This range difference causes a difference in received sigaal strangth for equal ERP
transmitters of 85 db considering free space loss only.

Jn the remote mode, the range from the satellite is greater than 19,6 Knm,
This great range causes a significant problem when remote and direct modes are
operated in the same bands. For saiellite transmissions having ERP egual to the
direct mode transmissions, the reccived signal is 36 decibels below the weakest
signal and 120 decibels below the strongest., ¥f a 1-KW transmitter is used in the
direct mode, then, a 66 dbw ERP wo:uld be required at the satellite to make the remote

mode equivalent to the weakest direct mode signal,

Here, it is considered tnat the dynamic range of the received signal strengths
because of raﬁge differences, is limited to that realized in the dircct mode, Thus,
it is assumed that the remote mode either has sufficient power or is placed in another
band. The signal strength variations because of range differences are not the only
ones that must be contended with, hcwever, Atmospheric and propagation cffects will

significantly increase the signal strength variatioin.

Several factors cause power variations in the direct mode that significantly
exceed those predicted solely by range differences. Anienna patterns, muitipath, and
radio holes are examples of these phenomena. These variations are statistical in
nature and depend cn the specific aircraft, its maneuvers, and its cnvironment. The
following presents data showing the typical extent of some of these variations. While
thcsc data arc not considered to give accuratc quantitative resuits, they demornstratie

the variations that affect the multiple access capability of the CNI network,

Signal variations arising from propagation anomalities can be appreciated by

a direct quotation of the abstract of a paper by M. 5. Wong, *

%
Ming S. Wong, "Refraction Anomalities in Airborne Propagation, " Proceedings of
thc IR¥, September 1958, pp. 1628-1638.
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"Propagetion at 250-10, 000 m~ oftcn encounters: (1) dense fading where
the radio signal fluctuates spatially with large amplitudes aad small
spacings from maxima to minima, e.g., amplitudes of up to 40 db and
spacings at 300¢ mc of 1 mile; (2) radio holes. where the signzai falls
spatially to a level oftcn 15 db below the levels outside; (3) anti-holes
where the signal fluctuates spatially with large amplitudes and irregular
spacings; (4) radio ducting, including cases where the transmitter or
receiver is often far above a ducting layer in the air. "

Figure 7-11 is a reproduction of data obtained during actual flight tests. * The
figure represernis measured signal versus range levels on different days on a ground
to air path over Chesapeake Bay. The aircraft altitude was 10,000 feet, and the
frequency was 2.3 GHz. Wong considers the top curve '"'ncarly standard" while the

bottom curve reflects "mild case of dense fadings.

Another examplc from the same paper is illustrated by Figure 7-12, that
shows measuvicd holcs and a'.ti-holes realized in flight tezis over Ohio., The path
here is air-tc-air with pboth terminals at 10,000 feet and de frequency is 3 GHz. The
extended hole chown in the vicinity of 175 milcs indicates received signal strength

at least 25 o dow from the theoretical,

These examples illustrate occurrences of deep fades but do not supply .any.
information about their relativc probability of occurrence. No direct applicable
presentation of statistical resulis was found, but a study pcrformed for television
and reported by Egli** gives data that is indicative of performance that might bc
realized in reasonably rough terrain. The study included transmissions to 980 MHz.

Thc data were taken over ground-ground paths principally of 30-40 miles in length.

Figure 7-13 was taken from Egli's presentation, and shows the signal strength
variation at a frcquency of 1 GHz. The ahscissa is referenced to the free space level,
The figure shows that within the limits shown, the data are well rcpresented by a
normal disiribution of mean -28 dk and a standard deviation of 13 db. These data

demonstratc the probability of occurrence of signal strength variations of considerable

*
C.H. Duerfeldt, "Propagation in the 328-2300 MC Frequency Band, ' Naval Air
Test Center, Patuxent River, Md., Feport No., EL 44012.3, pp. 10-17, Oct, 1954,

*
* Egli, J.J., '"Radio Propagation Above 40 MC Over Irrcgular Tcrrain," Procecdings
of the IRE, October 1957, pp. 1383-1391,
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Figure 7-13. Variation in Signal Strength at 1 GHz

magnitude. The data are not, as mentioned, stirictly applicable and are probably
somewhat pessimistic. However, it is likely that the pessimism lies primarily in

the mean value and that the variations in signal strength are realistic.

The variations in signal strength discussed so far have been concerned with
nropagation effects. Antenna patter:n variations nave not been included, It is assumcd
that all terminals in the :nultiple access net employ omnidirectional antennas. The
lack of the spatial selectivity attainabie even by moderate directivity severely degrades
3ystems that must toleratc interfercnce from other members of the net. The assump-
tion of omnidirectional antennas, then, will give pessimistic results for overall net

performance. * For the present, however, omnidirectionai antennas s re assumed.

*While it is questicnable that antennas having substantial directivity will be employed
on tactical airborne pladorn s, this is not true of the net control sta:ions. Control
stations will know where the aircrart are and have no physical constaints barring
directive antennas; control stations will handle a great deal of the total net traffic;
thereforc, directivity at such stations could greatly increase the totil net capacity.
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Sinee aireraft antenna patterns are notoriously variable, exaet data is diffieult
to use. A model of a representative communieation antenna gain distribution is shown
in the insert in the upper left hand pcrtion of Figure 7-14, The model is a Rayleigh
distribution having & maximum gain of plus six decibels and having ten percent of the
gain below minus six deeibels. With this model, Figure 7-14 shows the eumulative
probability distribution for the gain of a pair of sueh antennas. This gain distribution
can be roughly modeled as Gaussian with mean minus one deeibel and standard devia-
tion of five deeibels.

Figure 7-14 demonstrates the large variation in signal strength due to antenna
patterns - differences of twenty deeibels are eommon, Figurcs 7-11 through 7-13
show propagation effects, where 25 deeibcl fades are eommon with even greater
variations realized. This modeling prediets that the combined offects of antenna gains,
propagation effeets, and range differences will lea” i1 signal strength differcnees
greater than 130 deeibels in the direct mode. Reasonable minimum variations are then
85 db with the maximums of 13G db.

PROBABILITY THAT GAIN IS LESS
THAN ABCISSA

b e

19 SO I
\ 3 |

569-1234 -16 12 -8 4 0 " o8 2
UNCLASSIFIED ANTENNA PAIR GAIH (dB)

Figure 7-14. Cumulative Prohsbllity of Antenna Pair Gain
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2. Tiwing: Multiple access efficiency can often be increased if the wave-
form is chosen go that the users occupy orthogonal time slots. To do this, the entire
net must he operated in synchronism. Modern oscillator and clock setting tecuniques
make it relatively easy to deploy time sources accurate to within less than 1 micro-
scecond of some absolute time reference even in tactical aircraft. The timing unc.er-

tainties, therefore, result primarily from propagation delays.

The propagation times of cencern in the CNI problem are shown in Table 7-2.
In the direct mode, the 1.8 millisecond time differences associated with the 300
nautical mile maximum range often cannot be redvced. Even if a communicator has
position knowledge cf everyone in the net there is no way of reducing the 1. 8 milli-
second difference in time of arrival between near and far terminals, These differences

would apply in both the direct communication and IFF modes.

The time delays shown in the remote modes iii Table 7-2 would ke a considerable
problem if they were treated as uncertainties. Because relays are involved, however,
differences in time of arrival from ihese relays can be essentially eliminated by making
the relay a virtual time reference. When each terminal can hear its own return from
the satcllite, the transmitting time reference can be shifted ahead to make the time
of arrival at the satellite coincide with the net time reference. This technique makes

the remote mode relatively easy to synclironize.

Table 7-2. Approximate Propagation Tiines

4
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Direct Mode |
500 nm maximum range 1,8 ms
Remote Mode
Satellite - maximum to synchronous equitorial satellite 144 ms
Round Trip 288 ms
Earth Relay - Airborne 600 nm maximum range 3.6 ms
Nzavigation
Maximum Range - 49 x 106 m 163 s
Minimum Range - 23 x 106 m 76 ms
Difference (not fuliy realizable at one user) 87 ms
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While an airborne relay is being eonsidered in this study solely as a means of
providing range extension in taetieal areas, thLe ease of time synchronism makes an
earth relay mode a possible means of providing the normal direct mode eommunication,

Signal level eontrol also becomes a much simpler problem in the relay mode.

The navigation time differences shown in Table 7-2 refleet the maximum and
minimum slant ranges that would he realized in a typical synchronous satellite navi-
gation constellation, The high elliptieity of the inelined orbits ereates the differences.
While the full differences shown in Table 7-2 cannot be realized by a single user, these
propagation differences can pose a formidable probfem in trying to synehconize the

arrival times of the navigation signals over extended portions of their eoverage.

In considering tlie suseeptibilities of various wavcforms to differences of
arrival timme, then, the 1.8 ms differenee associated with the direct _aode will 1. used,
This is done because the single satellite remote mode can be easily compensated while

the navigation satellite consteliation probably preeludes synehronization.

3. Signal Dispersion: In connection with time division modulaticns, it is
of interest to determinc the pulse time persistence. Tw> significznt esniributions to
the persistenece are realized: scatter from che terrain and r..~.s fromn specular
reflections, The terrain reflections are meat signilieaws ©. a receiver co-loeated
with an aetive transmitter. This geometry is illor:rated in Figure 7-15 and illustrates

how multipath due to backevatter eauses a tiine spread.

To evaluate ihe persistenev of multipath - the amplitude of the residual multipath -

and response to a pulse at a potential recciver resuiting from a transmission from a
nearby or eo-loeated transmitter, we have utilized a model hased upon a racdar elutier
analysis of the return from the carth wnieh consists of the variable terrain. As shown
in Figure 7-15, this model evaluates the back scatter from a pulse emitted at trans-
mitter T} and viewed by a potential veeciver loeated nearby, To determine the amount
of power reeeived by the potential 1eceiver Rl in response to # transmitted puise from
transmitier Tl‘ eonsider that the transmitter is & radar signal with omnidireetional
antenna <ud that refleetions will sceur off a flat earth at various distanees from the
potential reeeiver Rl. The received signal in resr  se to a speeified duration pulse

by the transmitter ’I‘l can ve given by the foliowing «  ation,
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I"igure 7-15. Multipath Backscatter Model to Determine Persistency

Pr A%2rAr h tan @ G{o, B )
5 1 20 (13)
2 PT (47r)3 h4 [l 4 tan“2 %

where
A = wavelength
Ar/c = pulse duration
h = height of receiver Rl

5 - refleetion cocfficient at vertieal incidence
‘ 2
t
G(8,B ) = backscatter law = cotZ(B } exp (— L1 >
O 0
tan B
0
tan B - 20
0 L

The above equation depends upon the wavelength A of the transmitted signal,
‘lic roughness Ah of the earth, the correlation distance L along the earth surfaee, the
angle of incidence 9 measured from the vertical, and a composite backscatter law.

Other important factors such as polarization, reflection cocfficient, ete,, are imbedded
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In the reflection coefficient. We have selected a theoretical backscatter law* for
uniform surfaces with rms helight variations far in excess of the wavelength, (i.e.,
Ah >>\) but, nevertheless, uniform in the X and Y directions. There are other

back scatter laws which have been used to fit experimental data; however, by in large,
these laws do not differ appreciably from that used by Beckman and Spizzichino.

By varying the absolute value ot the reflection coefficient, the roughness factor,
and the correlation length, we can utilize the above back scatter model for a smooth
sea, a rough sea, or a variety of terrain conditions. Equation (13) is plotted in Figure
7--16 for varjous altitudes (curves are simply displaced by h3) above the earth and
normalized with respect to reflection coefficient and transmitted power., The data is
plotted for i000 MHz frequency. It assumes that a pulse of 1 microsecond duration
has been utilized as a basic chip duration and therefore the amount of power plotted

for various values of angie in Figure 7-16 result from annular rings of 1000 feet

-8 T T
h=1,000F7 |
|
h = 10,000 FT ‘
10—
h = 100,000 tT
vy
—
B -180 b—
©
8
z |
a” I
o
2 oo
=4
a
-240 | t
1000 MKz CARRIER FREQUENCY |
ONE MICROSECOND PULSE
BACKSCATTER FROM TERRAIN
2ah ‘L= 0.1 dQYPICAD
-280
o] 10() 200 wO {m()
59-1170 )
UNCLASSIFIED ANGLE OF INCIDENCE FROM VERTICAL

Figure 7-16. Example of Multipath Persistence

L
Beckman and Spizzichino, "Scattering of Electromagnetic Waves from Rough
Sarfaces, ' Pergamon Press, 1963.
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approximate width., The deta for the theoretical back scatter or multipath persistency
can be converted into units of t!me in aecordance with the angle of ineidence, as follows:

Multipath Delay - 2(h/e) V1+ tan29 (14)

Since the transmitted pulse must be down 150 to 200 db to rec=ive a signal at
maximum range (free space loss at 500 miles is 147 db at 1 GHzj, Figure 7-16 shows
that refurns out t¢ an angie of ineidenece of as much as 25 degrees are signifieant at
10, 000 feet altitude. This enrresponds to a multipath delay of approximately 22 miero-
seconds. The gituation becomes almost proportionately worse at an altitude of 100, 000
feet. Wow, the angle of ineidence goes out to roughly 20 degrees, and significant returns
exist for as long as 200 microseconds. At high altitudes, the maximum delay for whieh

significant returns are received is approximately 2h/e.

4, Speciral Oeeupaney: In eonneetion with frequeney division sehemes, it
is important to evaluate the amount of adjacent channel interferenece produeced by Julse
transmissions of the type considered for CNI applications, Usually these signaling
schemes involve time limited pulse shapes to convey intelligenee for ranging information;
beeause of the time limited nature of the pulses, spectrum splatter is ereated. The
effcets of spectrum splatter ean be redueed by judieious filtering in the transmitter
final power amn.plifier but this teehnique may require rapid tuning to aecomplish the
needed filtering, Furthermore, ringing will ke produeed by restrietive filtering in
the transmitter and will create a souree of time persistent signals, If we assume for
the time being that pulses are emanated from a wideband transmitter with little or
no filtering, as in the case of a frequeney hopping system, pulses or signaling elements

will eause speetrum splatter and be observed in adjacent ehannels that can he oceupied

by low-level signais.

The amount of spectrum energy that ean appear in an adjacent ehannel ean be

determined through a ¥ouricr transform.

[0 9]
F(s) f tty e 10t at (15)
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The results* of the transform are shown in Figure 7-17 and indicate the relative
spectrum splatter for a variety of pulse shapes illustrated in Figure 7-17. For
convenience, we have taken a 1 microsecond pulsc and pletted the frequency spectrum.
Figure 7-17 shows that the Gaussian shaped pulse picidices the minimum spectrum
splatter and that the next best pulse shapc is the raised cosine or cosine squared'
pulse. The square or rectangular pulsc produces thc greatest spectrum splatter

of the pulse shapes considered.

It is theoretically impossible to generate a perfect Gaussian shaped pulse,
although approximations have been utilized for radar ay ‘plications, The generation
of raised cosine pulses on the other hand may be morc feasible and probably represents
the best selection of pulse shape for pulse type CNI waveforms. This conclusion is
valid fromn the standpoint of minimum spectrum splatter; however, from a power
economy point of view, that is, from the design of the final amplifier in the trans-
mitter, one would like to have a constant envelope signal for transmission, which

would indicate the desirability of a rectangular pulsc., Rcctangular pulses, as illustrated

0 = \
-2 S = —
\\
® \\ \\ RECTANGULAR
A/V
\ \ — SAWTOOTH
. TG
o CRITICALLY DAMPED
@ TRAPEZOIDAL K = 0.1 EXPONENTIAL |
e T2 \
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2 ] . e
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Figure 7-17. Envelope of Spectra of Various Pulse Waveforms

*O.M. Salati, RADC-TDR-63-359, 16 Septemher 1963.
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in Figure 7-17 produce wide spectrum splatter, Thus, we are presented with a trade-
off between reducing adjacent channel interference through appropriate waveform design

and a power tradeoff in efficiency.

7.2.3 SUMMARY MODEL MULTIPLE ACCESS PERFORMANCE BOUNDS

The generic forms of multiple access waveforms to be discussed are listed
in Table 7-1. This table lists the waveiorms on the basis of their use of channel
time and bandwidth, This categorization describes CNI waveforms in terms of their
theoretical best performance and their - usually practical - worst case performance.
The best case performance will be given in terms of net capacity; worst case in
terms of the situation in which a particular receiver is denied accegss. Both viewpsints
are pertinent., Where possible,quantitative evaluation is made and when hardware
implementations are the basic limitations, the critical parameters are discussed and
typical attainable values stated.

7.2.3.1 Pseudonoise Modulation

For pseudonoise modulation, the best case multiple access performance occurs
when all gignals arrive at all receivers in the net with equal power. This situation
would be realized in a satellite communication link having perfect power control.
Assuming that all accesses have the same data rate, that power contrel is perfect,
and that bandwidth limited operation has been reached, the resulting energy per hit

to noisc power spectral density ratio (Eb/No) for each access is

. - -1
hb/No = B[R(M- 1)] (16)

where
B = the channel bandwidth in Hertz
R = the information rate per channel in hits per second

M = the total numbes of users in the net
For systems having a large number of users

. A | =
M = BR(E /1 ] (17)
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and the multiple aczess effieiency, RPN is

Rpy = MRB! - (Eb/No)'1 bits per scc/Hz (18)

A representative coding technique that would be employed with a CNI systcm is rate
one-half convolutional eneoding with hard-decision sequential decoding., This teeh-
nique gives a 10-5 errnr rate at an Eb/N0 of 4.5 db for eoherent decection. The

multiple aceess efficieney, then, beeomes

Ry, ® 0.35 bits per seeond/Hz (19)

This multiple aceess effieiency would provide for 14 x 103 accesses of 2.4 x 103 bits
per seeond eaeh in a 100 MHz bandwidth. The assumption of power control is very

restrictive, however,

When significant power variations are encountered, continuous pseudonoise:
modulaticn becomes unusable. The allowable power ratio (Pi/Pd) between interfering

and desired signals is

. , =1 .
Pi/Pd = B[R(Lb/NO)] (20)

For the above bandwidth, rate, and Eb/N0 this gives a received power ratio of 42 db.
Without eonsideration of any propagation losses other than range diffcrence, this

allows a 100:1 rarge ratio; the antieipated ratios are at lcast as great as 2000:1.

It can be concluded, then, that: (1) ecntinuous pseudonoise modulation is not
applicabic to the direet mode; (2) if it is used in the satellite mode, strict power
control would be required to approaeh the multiplc aeeess cffieicney stated in Equa-
tion (19); (3) sinen the allowablc powcr ratios are a funetion of the data rate, very
low rates eould be supported in the baekground of other modulations (a eommand link

or the low rate navigation signals arc typical).

7.2.3.2 Frequcney Hopping

If the system is operated in &an uncoordinated manner, the best casc opcration

of frequency hopping the situation is identical to that of pseudonsise modnlation. Again
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the satellitc link is the only practical application. While the model is less obvious,

the performance is again
M ~ BR(E, /N )7L
b" o

If noncoherent detection and an efficient coding scheme are employed, the required
Eb/N0 is about 8 db. The resulting multiple access efficiency is

RFII = 0,16 bits per sccond/iertz (21)

If it is assumed that the frequency hopping system operates in a coordinated
manner, significantly better multiple access can be obtained. With both time and
power coordination, the frequency hopping system can achieve the multiple aceess of
standard frequency division multiplex. Because orthogonal waveforms arc now
cmployed, the lack of self-interfercnce makes the multiple access efficiency a
function of the powcer availabie, if complcte orthogonality and coherent M-ary signal-
ling are assumed. When the intersymboi interfercnce cffcets of narrowbanding are

ignored the multiple access capability becomes

R (22)

pHC 108, ™
where

m = the number of phases used in the signaling alphabet.

A rcpresentative systcm would employ quadriphase modulation and thus obhtain a

RFHC of 2 bits per sccond per Hertz.

The worst case performance of a frequency hopping is again sct by the variation

in rcceived signal power. For frequency hopping systems, however, tl.e tolerable
variation is a function of hardware parameters. Some limitations on such a system

are considercd herc.

One requirement for operation in the CNI cnvironment is to receive navigation

and data mcssages while transmitting., If this is done in a common band, the hardware

problems associated with continuous frequency hopping become very significant. In

Volume I, RT preamplifiers are discussed. Transistor amplificrs are shown
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to have good linearity and sirong signal characteristics. Such amplifiers have typical
1 db compression input levels of -20 dbm and a maximum tolerable input of 20 dbm.
Thus, for a 1 kilowatt transmitter, 80 db of isolation would be required for linear
operation and 40 db would be required for protection from destruction. Because of
the covcrage patterns required such isolation is difficult to obtain on an aircraft. -

Frequency hopping systems are particularly susceptiblc to the proliferation
of signals caused by nonlinearities in the receiving systems. A multiplicity of strong
signals producing numerous third and fifth order intermoedulation products can effec-
tively saturate the access to a particular receiver. Quantitative evaluation cannot be
generalized since the effects are set by RF preamplifier, down converter, and IF
linearities, which are drastically affected by the type of AGC employed. Table 7-3
shows the intermodulation products that result if the third and fifth order products
have levels significant enough to provide interfercnce. From thc cxpressions shown
in the table for the total number of each order, the number of intcrfering frequencies
can be computed. Assuming that all the fifth order intcrmodulation products are

significant, three strong input signals provide 27 interfering signals; fivc strong
inputs produce 255 interfering signals.

Table 7-3. Intermodulation Products in Fundamecntal Zone

Order Form Total Number
1 A N
3 A+R-C N(N-1) (N-2)/2
2A - B N(N-1}
5 A+B+C-D-E N! (12(N-5)!)~4
A+2B-C-D N! (2N-4)!) L
A+B+C-2D NI (6(N-4)!)"]
A +2B - 2C N (N-1) (N-2)
3A-B-C 1T (N-1) (N-2)/2
3A - 2B N (N-1)
Sum Flrst N
2D
Thirds —————r\qz_ Che
Fifths N2N?- oN® + 5N - 4y/12
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Gocd receiver linearity under wideband conditions with an input including a sum
of moderately strong signals will produce intermodulation produets that are 70 to 100 db
down from the individual inputs. Thus, the power in the intermodulation is signifieant
in the environment considered where a weak signal from a distant transmitter must be

received with the strong signals present.

The problem of strong signals ecausing significant bandwidth oecupaney ean also
be eonsidered in terms of the actual bandwidth of the frequency hopping pulse. In the
previous section it was shown that the worst pulse shape from a speetral oeeupancy
viewpoint is the rectangular pulse, which is the most effieient from a peak power view-
point, The sin2 x/x2 power spectrum is only 50 deeibels below the transmitted power
in the intended channel at a distance of 100 ehannels. The eosine shaped pulse is
100 deeibels down at this point, but even that is not suffieient to preveni a nearhy

transmitter from bloeking 200 channels from aecess by a weak signal.

For best case operation, uneoordinated frequeney hopping provides performanee
only slightiy degraded from that of pseudonoise. The degradation is largely due to the
assumption of noncoherent detection whieh raises the Eb/No needed. When operated
in a eoordinated manner using eoherent demoaulation, the multiple aeeess eapabhility
is essentially that of FDMA. A representative rate based on quadriphase PSK is 2 bits-
per-second per Hertz. The worst ease situatioii ior frequency hopping involves variation
in signal strength as did pseudonoise modulation. The quantitative evaluation is not
straightforward, however. Antcnna isolation, reeceiver iinearity, and transmitter
noise power all could set the performance limits. In any ease, it is eoncluded that
coutinuous use of frequeney hopping is not applieable to the direet mode of operation

for CNI,
7.2.3.3 TDMA

Like ideaiized coordinawed frequeney hopping, the TDMA system operates with
truly orthogonal signals in the best case. No power control is required, but for hest
case operation, the net timing must be maintained to eliminate the requirement for
significant guard times. In practice, this is most casily achieved in the satellite mode
again, However, if suff.ciently long pulse durations are employed, the effeets of any

required guard times can be made negligible, Best ease performance is a function of
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the signal power available, but again the representative case of quadriphase cohereut
signaling leads to a multiple access rate RTDM e 2 bits/second per Hertz.

Worst case performance of the TDMA multiple access characteristics is
determined by the uncertainty in arrival time of significant power amounts. Two-
factors are involved. First is the uncertainty in the arrival time for the direct trans-
mission, Secondly, the memory of the charnel must he considered, In the direct
mode of operation the uncer zinty in time both of arrival and the channel memory are
1.8 milliseconds, A guard time that would ensure orthogonal signaling in the direct
mode, would then be 1, 8 milliseconds.

The efficiency of a TDMA system is a function of the rafio between the trans-

mitted pulse duration and the guard time. Tbhe effic.ency, p, becomes

[t \ -1
- G
p —(1+T) (23)

where
T = the transmitted pulse duration
tG = the guard time
Equation (23) is plotted in Figure 7-18 to show the effects of the variation in the ratio,
tG/q' . Figure 7-18 shows that a pulse on time of around 20 milliseconds would be
required to obtain a .9 efficiency if a 1.8 millisecond guard time for the direct mode
was employed. Further, pulse times below 10 milliseconds would cause sigpificant
degradation in efiiciency. The cost of such long burst times is long frame times and

the associated storage and turn-around lags.

A generaljzation of the TDMA concept employs frequency channelization and
pulse-by-,_ulse frequency hopping. This waveform structure is identicai (o the coor-
dinated freduency hopping and the TDMA multiple access under best conditions. Thesa
conditions now require simultancous timing and power constraints. As before, timing
ca: usually be s»lved by long pulse durations. The power problem becomes cven
more severe, however. Since the number of channels is reduced in direct proportion
to the duty factor of the TDMA, intermodulation products und spectral splatier beceme
a severe problem. If the total number of channels is 100, even the cosine squared
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Figure 7-18, Effects of Guard Time of TDMA Efficiency

waveshape, which is down 100 db at 10 bandwidths, will give intolerable interferencc
in the direct mode. If the cogsinc pulge i¢ used ~ and the spectral characteristics oc
the cosine pulse will be very difficult to better - a single near transmitter will blank

all frequencies received from a distance.

For best case operation of TDMA, then, the full multiple access of truly
orthogonal waveforms is easily obtained. No restrictions are imposed by power
variations, but timing control is required. The worst case performance results
from timing uncertainties. With sufficiently long burst times, however, the TDMA
waveform can operate arbitrariiy close to the maximum performance. The hybrid
TDMA-FH waveform suffers in the worst case from spectrum splaiter. As dis-

cussed above, however, in the worst case, the TDMA performance is still attained

for this waveformn.
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7.2.3.4 Time Hopping

’

Begt case for asynchronous multi'_ple access techniques using low duty factor
wavefoerms is a memoryless rhannel and a geometric distribution such that interfering
signals are equally likely to be greater or less than the desired signal, Power levels
are considered sufficient to ignore background ncise interference. To compute the
number of active users that the system can handle under these assumed best case
conditions, it is convenient to consider as an approximation that a desired pulse
either is received completely overlapped by interfering pulses or it is received in the
clear. This amounts to the assumption of quantization in time to increments of the
duty factor. As described above, if the pulse is contaminated, the resulting error
rate is 0. 5 haif the time and 0 half the time.

Using the above representation of the best case, the probability of error for

the time hopping system is approximately

Pe = 0.25 Py (24)
where
P = the probability that the desired pulse is hit by other pulses
The quantity Py, can be evaluated as
M-1
Pp = Z (Mi_l>(1‘d>M—1_idi (25)
i=1

where
M = the total number of users in the net

d = the waveform duty faclor

For reasonably small duty factors, Equation (25) giwves an approximate expression

for the number of users as a function of the tolerable probability that a pulse is hit

-1
M = phd (26)

This approximation is equival:at ‘o saying that cvents consisting of more than one
interfcring pulse can be neglected. This situation reinforces the previous assump-

tion that desired and interfering signals ure equally likely to be the greater,
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Equations (24) and (26) thei show that

M 4pd (27

for the rangc in which the approximation lcading to kquation (25) is valid. For a
vequired error rate of 0. 05, typical of the threshold for rate onc-bhalf error correet-
ing coding for !()-5 error rate, the number of users hecomes . 2d—1. Sinec the
minimum duty factor can be considered to be 2R/B beeause of the rate onc-half

coding, the multiple aceess cfficiency becomes

RTH = MRB_1 = 0.1 bits pcr second/Hertz (28
A 100 MHz channel and a 2.4 K bits per second rate can operate at a duty factor of

-5 . .
d=5x10 . The number of users in this case is 4000.

The worst case for the time hopping system in the direct mode is, as with
TDMA, severe pulse stretch and multiple pulse reception due to channel memory.
Equation (26) shows that the tolerable number of users is inversely proportionai to
the pulse duly factor. The channel memory creates an effeetive inercase in duty
factor. Typical implementations of the time hopping eoncept employ pulse durations
of between 1 and 10 mierosceonds The 200 mierosecond pulse stretch mentiened
carlier would, then, greatly reduce the multiple access efficiency of such a system.
For a . 05 duty factor using 10 microsccond pulses the user capacity drops from
2000 for the best case to 100 for the 200 microsczond pulse stretch case. If a 50
microsccond pulse is used, however, thc decrease is only to 400, Thus, as in the

case of TDMA, the pulse stretch problem is amecliovated by the use of longer pulses,

Performance of the TH system in the remote mode is devecloped in Section
7.3.5.1. The power limiied case was presented and it was shown as a result of the
necessary compromise between reduced duty factor and increascd encrgy the multiple
acccss efficiency is reduced. The results show a 14 dccibe! reduction in performancc

rclative to that attainable using coordinated access to the satellite,

The generali~ation to the TH-FH system similar to that dcscriked for the
TDMA has shortcomings revolving arourd the large signal power diffcrentials and
the wide spectrum occupancy.
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The time h¢ pping system shows a multiple access efficieney eomparable tothat of the
other noncoordinated waveforms. Pulse streteh forms the vorst case and long pulses are
required to reduce this problem, Performance in the remote mode is redueed and thus
TH/PN is not reecommended for this application. A waveform based on time hopping is

the only noneoordinated one censidered applicable to the direet mode of CNI.

7.2.3.5 Conelusions

The examination of worst ease generie modulations has led inexorably to the
conelusion that tne CNI environment ean be aecommodated In the direet mode only
with a waveform that uses time intermittently, The ccntinuous modulations simply
cannot handle the near/far dynamic range. In the remote mode, eontinuous modula-
tlons introduce power eontrol requiremcnts, and these are eonsidered undesirable
operational consiraints or hardware eomplexity (e.g., a highly channelized satellite

repeater).

In performanee aspcets, some form of TDM . elearly is the best choiee if
the practieal matters of coordination and buffer storage for long frame times ean he
aceepted. Otherwise, noneoordinated time hopping may be retained as a eandidate
for the direet mode. The performancc loss in the remote mode is so severe, however,
that TDMA (i.e., eoordinated orthogonal modulation structuares) is indiecated for this

mede,

7.2.4 MULTIPLE ACCESS SIMULATION

A means for providing another evaluation of multiple access capaeity is through simu-
lation. The simulationdescribed hereislimitedtothe TDMA waveform deseribed carlier
that uses parallel channels to extend bandwidth oecupancy rather than providing com-
pletely orthogonal slots on a time kasis. The simulation is used to evaluate the
influenee of the fact that because of the pulse speetral occupancy, the parallel channel

system no locnger has truly erthogonal assignments.

The Monte Carlo simulation creates a geometric distribution of terminals
within a cirele of arbitrary radius. The number of active terminals is selected, ay is
the minimum distance. The terminal positions are selected from a uniform distribu-
tion over the eirclc area. To provide this distribution, independent uniformly distri-

buted random numbers arc selected for x and y coordinetes of a tcriminal position.
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If the selected position is within the circle, and is not within the minimum distance of

another terminal previously positioned, tne x and y coordinates are accepted and

L e

another pair is developed. Otherwise new coordinaies are developed for the terminal

until the tests are passed. This continues unti! all terminals are positioned.

Once the terminal positions have been determined, half of them are assigned ]
the roles of transmitters, half as receivers, The simulation of system operation is |
then undertaken, For each of the transmitters, a time-frequency cell is randomly ;
selected. Independent, uniformly distributed random numbers are used to provide ‘ ’1
both the time and the fiequency dimension of each time-frequency cell, A test is
made to assure that exclusive time frequency cells are assigned to each transmitter. )
If the test fails, new random numbers are selected, cell generated, and test made,
This process is continued until each transmitter has been assigned an exclusive time

frequency cell within the total time frequency matrix.

The energy to noise power spectral densities are developed in the following
way. First, the transmitted energy per bit is assumed to be independent of the hum- J
ber of time slots employed. Pulse transmitters are, therefore, assumed that maintain
constant average power by increasing the peak power as the duty factor is decreased.
The transmitted cnergy is then the product of the average power divided by the average

bit rate. The received energy is just the transmitted energy attenuated by the path

loss.

It is assumed that the interference can adequately be modeled as Gaussian 1
noise. The power spectral density contributed by each interferer is a function of the
duty factor, the channel separation, the spread factor, and the distance between ter-
minals. The interfering power spectral densities are treated as if the interference
is white Gaussian noise. The level of interference is taken to be the average value
of the spectral density over that portion of the interfering spectra that coincides with i

the primary band of the desired signai. Thus,

C(N+1) =
N; = Pz f df == 2”? :
DC” oneny 27D
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where

= number of channels b2tween desired and interfering channel

(@A
|

= the channel separation in Hertz

= the frequency in Hertz

= the signaling bit duration in seconds
the duty factor

= the average power in watts

o3 =
]

The quantity D affects the interference intensity since it is assumed that the peak

power employea is inversely proportional to the duty factor.

The received interierence is computed for each transmitter-receiver pair
by suiaming the interference produced by all other transmitters that are on in the
time slot with the transmitier being considered. Channel separations are computed,
the transmitted density looked up, and the attenuation associated with the interferer
to receiver path used. The interference from each interferer is summed with an
assumed background noise of -204 dbw per Hertz to obtain the resulting noise power

spectral density.

The simulation then determines thie received energy to noise power spectral
densities (Eb/NO) for all possible transmitter-receiver combinations given the
selected time frequency assignments. The bit error probabilities are computed and
stored in a two dimensional array that contains the error probability for all possible
traasmitter-receiver pairs. The errox probability is eomputed assuming completely

coherent detection i the present simulation program.

Once the above error probabilities have been eomputed and stored, a new time
frequency assignment is made, The termiral positions remain fixed, but new assign-
ments are made just as they would be in a subsequent time period in an actual system.
With this new set of assignments, the error probabilities are again computed and the
new values are added to the previous values in the array accumulating error probabil-
ities. New time-frequency assignments are repetitively made and the results stored
until rcpresentative data has becn collected. The results in thc aceumulator array
are then normalized by the number of iterations and the array then eontains the
average probabilitv of error for each transmitter talking to cach receiver, When

the error rates for a given geometry are established, a new geometry is selected and
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the error rates determined again. The final data, then, represent the results averaging
over a selected number of geometries and time frequency. Figure 7-19 shows typical
results of this simulation when the average error rate is plotted as a function of the
communication range. The waveforms shown in Figure 7-19 all employ 21 MHz; fifty
time slots are employed with 10 allowed frequencies. At a bit rate of 4. 8 kbps the
bandwidth occupancy results from a pseudonoise spread factor of eight. The upper
curve in Figure 7-19 represents results when 40 users are active. The lower curve

represents use by 20 users. The curves represent, then, a multiple access efficiency

of 2 and 1 user per megahertc.
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Figure 7-19. Average Probability of Error as a Function of Range
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In Figure 7-19, the upper curve also represents the performance for 2 sysiem
that is identical to the one described above except that the time Handwidth product is
divided into 10 time slots snd 56 frequency slots. For the simulation in Figure 7-19
allowing a maximun 300 nauticai mile range, no difference was discernable between
these two systems. In ansther simuiation with range constrained to a 150 nmi maxi-
mum range, a slight bias in favor of the 50-10 system was developed. Thesc results
are plotted in Figure 7-20. The simulation is identical to the previously described
system except that the range is constrained to 150 nmi. The maximum average bit
error rate is only slightly higher than for the 300 nmi system. At shorter ranges,
however, the error rate in the more constrained system is about three times that of

the larger systen.. Thc increased density is the cause,

1072

[ -1
S —= ] -1
+ I 4+ e e R e e}
—f et T = B S N A surs o S S SRR
___ BAUDWIDTH 21 MHz 4 S S
| SIMULTANEOUS TRANSMISSIONS 40 '""‘““"““‘"‘WL L a
SPREAD FACTOR | T
[ BITRATE 4 8 KBPS - IL __1.__ .
11
-*L- l o e + 1
BRER 107 |
W/
. 50,10
8 1 | ; i ¥ I = ;.. 4ttt
] |
& | ] I ’ T4
o 1
% L] ]
& s l / | | ]
= ' 1: — + b ]
2 T N - i s e
2 - e ]» + “+ .lu
o e —— e~ 4 1 — — -f- + 1 -
- ://. = ! gt
{ | | l { |
}— " —— e B ol - - —_— S e
{ H N _] [ | |
p—— — +- rT - —-l'*-—'%—- S S S SRR
e |
|
L——--———«L— e -#——l, — = )
BEE B
| il i
10- | | 1 l | [ | L
1069-2685 10 100 1000
UNCLASSIFIED RANGE (NM)

Figure 7-20. Average Error Rate Performance for Differcnt
Time, Frequency Matrices

~248-

PO,




—y

Figure 7-21 shows net performance when the spread factor is reduced from the

factor of 8 previously employed. The higher error rate 150 nmi range limit was

employed as werethe original 40users. The tutal handwidth is reduced with the spread factor.

The maximum average error rate for a spread factor of 1 was 0, 013 and the
bandwidth necupaney was 2.5 MHz. This error rate performance is not completely
realistic hecause the simulation models the interference as noise, Without the spread-
ing pseudonoise the noise-like interferenee model is not adequate. With this reserva-

tion, Figure 7-21 shows good average error rates all the way up to 16 users per
megahertz,
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Figure 7-21. Average Error Rate Performance
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All of the previous result discussion has been oriented towards performance
description in terms of average error rate for all aircraft at a given range. A, other A
usieful parameter is the probability that the same threshold probability of error is
exceeded. Figure 7-22 shows this parameter as a function of range. The threshold
is taken as 0.045. The results in Figure 7-22 are based on somewhat limited statistics,
but the trends are well established in the figire. For the systems employing a spread
factor of 8, a 9.99 reliability of communications is realized. The probability of

outage goes up quickly if the spread factor is reduced. ;
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Figure 7-22. Probability that Error Rate Exceeds 0. 045
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This simulation, whilc decaling with a significantly scaled down version of the
net to facilitate computation, has shown that a coordinated system employing a basic
"WDMA system with contiguous parallel channels can be expccted to give good perform-
ance for the randomly located tcrminal model. The 100 MHz system, linearly cxtra-
polated from the 21 MHz system, shows that a minimum of 200 users could he accommo-
dated with outage probability less than 0,01, This performance is achicved using the
spectral occupancy of the sin2 x/x2 spcctrum, Filtering would improve performancc;
only rangc difference power variations were consideres, howcver, Finally, the
raquired 10-5 crror rate was achieved using an cncoding process that rcquires 0. 045

error rates at rate one-half to achicve the desired pcrformance.
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7.3 MODULATION AND CODING FOR MULTIPLE ACCJiSS AND ANTIZAM

This section presents performance comparison of various codéd waveforms
with respect to their theoretical multiple access and antijam characteristics. By
theoretical it is meant that with fiequency slotting, as a typical example, there is
ideal orthogonality; i.e., the limitations of near /far dynamic range are not brought
in here. Similarly, with time slotting, the transmitter is assumed to have the capa-

bility to increase peak power inversely with duty factor, and no time overlap occurs.

7.3.1 THEORETICAL SEQUENTIAL DECODER PERFORMANCE

The cimplest demodulation-decoding combination for CNI implementation
utilizes hard binary decisions on the received c.ded digits, whick are the input tc
the decoder. It is deairable to know what performance is theoretically feasible by
utilizing quantized amplitud: information from a binary PSK demodulator over a non-
fading channel with jamming. The value of Rcomp foi each of the respective channels

and E/No operating point is the basis of performance comparison; this implies vsc of

sequential decoding implementation schemes*.

Although continuous interference or jamming (i. e., white Gaussian noise! is
of primary interest, the analysis has alsc considered intermittent strategies (corres-
ponding to pulse jamming of a PN waveform or partial band jamming of 2 FH/PN
waveform). The point of view is adopted here that the worst (minimax design) case

is presumed, considering choice of communicator's and jammer's strategies.

7.3.1.1 Measure of Performance

For the present analysis, the jammer's choice of strategies is presumed to
be confined to use of Gaussian noise with pulse and partial band coverage, maintaining
a fixed average power independent of duty factor or fraction of total channel bandwidth
occupied. It is evident thai this represents an idealization appropriate for a first-
look comparison, and a sophisticated analysis should characterize the iammer in a
more realistic manner. Furthermore, the basic postulate is made that the channel
is effectively made memoryless by the use of random interleaving over a long duration
in which the jammer is statistically stationary. As a result, each digii cf the signal
can be assumed to be independently perturbed by the jamming.

*
K. Jordan, '"The Performance of Sequential Decoding in Conjunction with Efficient
Modulat’on", IEEE Trans on Comm. Tech., Jure 1966, pp 283-297.
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The ratio of average jamming power to signal power can be characterized hy

the parameter E/NO, where i

E = signal energy per digit

No = average jamming power per Kz

For digital transmission at the rate R, expressed as bits per digit, the normalized
parameter

Eb/No = (1/R) - E/NO (29)

is definedtofacilitate comparing performance of diffcrent combinations of modulation and
coding. Forafixed E/N,, the jammer canarkitrarily choose duty factor =k. This repre-
sents his choice of strategies and can be extended in adirect manner toirnclude partial time

and bandwidth occupancy, more generally for FH/PN waveforms.

Equation (29) may be applied as a first-look approximation to estimate perform-

ance for sequential decoding by setting R = R It is also of significance with block

comp’
codes if R is equal to the transr.ission rate for the block code (expressed as bits per

digit).

7.3.1.2 Amplitude Quantized PN/PSK Channel

For purposes of analysis, thc coherent pseudonoise channel with PSK modula-
tion is presumed to yield, for each transmitted digit, a demodulated output amplitude
referenced to the jammirg power occurring over the duration of that digit. The jam-
mer's strategy of interest is duty factor k.

It is assumed here for simplicity that a perfect carrier reference is available
for coherent demodulation, Consequently, the output amglitude v for ideal integrate-
and-dump demodulation has the probability density, co: litional on a positive or nega-

tive digit being transmitted,

p(v/t1)=(1-k5 (vFoo)+ exp [— (v# \/2kl~371<'0 )2/?] (:0)

Vor -

the delta function arises from the normalization by jammer power, which instantane -

ously is zero during the jammer's off (ntervsl,
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A practical system will necessarily quantize the output amplitude to enable

storage pricr to de-interleaving, examples being

3 Binary Quantization (Hard Decision)
. Tertiary Quantization (Null Zone)
° Four-Level Quantization (Double Null Zone)

These are representative of increasing conceptual difficulty, since tertiary quantiza-
tion involves optimization of null-zone threshoid, and four-level quantization in

addition involves optimization of the decoding metric,

The applicab’e formulas can be derived from Equation (30) to be

Binary
= 4= Ve -p) 31
Rcomp 1 log2 (1 +2Vp(1 p)) (31a)
p = probability of error
Tertiary
Rcomp = 1- log2 (l +2\{p(l-p-w)+ w) ' (31b)

p = probability of error
w = probability of null

Four Level

= l-logi2 (1+2\/p(1-p—w—v) +2va) (31c)

probability of error

R
comp

p
w = probabilit of incorrect null

1

v probability of correct null

The various transition probabilities deperd on the value of duty factor k and mll

threshold setiing, and are obtained from the probability density of Equation (39).

The minimax concepl may now be applied to maximize Rcomp by choice of nutl
thresho.d while the jammer attempts to minimize Rcomp by choice of duty factnr,
Actually the vinary case does not involve a minimax calculation, since the only variable
is duty factor, and the problem reduces simply to maximization of p by choice of duty
factor, If this is done, the result is

_0.083

PE/N
(6]
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for the woret case duty factor, Below the region of Equation (32), the jammer's duty

factor is unity for computing p.

The performance results are presented in Figure 7-23, along with the theoretical
curve for an unquantized output, The latter can be shown to he given hy

-kE/NO)

.- - 33
Rcomp 1 10;:2 (l + ke (33)

where Kk, again, is tc be selected to minimize Rcomp‘ Also shown in Figure 7-23 is
the result for binary demodulation with continuous jamming, rather than the worst-

case pulsed which vields Equation (32),

For a hard decision, rate- 1/2 sequent:zl decoder, the channel error probahility
at Rcomp = 0.5 is the siguificant performance pirameter. From equation (31a), or
alternatively through Figure 7-23, the channel error probability is p = 0. 045. Hence,
in terms of channel errors, this indicates tie desiign objective for speciclization to
these decoder hasic parameters. The performance actually attained with simulations

is given in Section 7. 3. 2 forthis decoder.

The minimax optimization of the four-level case is presented in mwore det=il in
Tables 7-4 and 7-5. The decoding metric is determined from the maximum likelikood
demodulator for each digit. The logarithm of the likelihood fur:tion is convenient
because the decision for a code word is then based on the sum of the log likelihood
cver the digits of the word. This decoding metric is shown in Table 7-4, where p,
w, and v are determined for the minimax values of duty factor and threshold at each
E/No. Of course, only the relative magnitudes of the differences are actually sig-

nificani.

The meaningfulness of this choice of threchold and decoding metric should he
noted.". The jammer sirategy, within the allowed constraints of pulse jamming and
average power denoted by E/No, cannot prevent satisfactory decoding for the Rcomp
of Table 7-4, if the threshold settings of that table and the decoding metric of Table

7-5 are utilized.

*x
i. C. Stiglitz, "Coding for a Class of Unknown Channels, '"{EEE Trans. on ;nfo.
‘Theory, April, 1566, pp. 189-195.
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Table 7-4. Minimax Sirategies, Four-Level Quantization

E/ No I:‘comp Duty Normalizred

(db) (Bits /Digit) Factor Threshold
6 0,824 0,27 1.28
0,691 0.48 1.12
0 0.494 0. 86 0, 87
-3 0,283 1,00 1.01
-6 0.1508 1.00 1,40
-9 0,0779 1,00 1,97
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Table 7-5. Decoding Metric, Four-Level Quantization

Received Digit Dccoding Metric

log (1-p-w-v)

Correct

Correct Null

log v
Incorrect Null log w
Incorrect log p

The performance of coherent PSX svyster.s will now be compared with that of a
differentially encoded system (DPSK). Faquatior {31a) applies provided that the prob-
ability of error for DPSK, given by

DPSK piobability of exror = 2p(1 -~ p) (34)

replaces p ‘n the equation, Again the minimax corcept leads to finding the worst case

jammer duty factor k which mazimizes probability of error in Equation (34) it is found
to be given by

- 0,147 /- :
Probability of error - Wl‘z for E/ N >-0,7db (35)

with k = 1 for lower values of E/No,

The result of DPSK is also plotted in Figure 7-23 and it is observed that a

_ i ; _ e —
minimum of Eb/No occurs as a function of Rcomp’ roughly at E/NO 0 db This min

{um is dcgraded approximately 2.5 db foom the hard-decision coherent PSK system
operating at the same R

comp’

it is concluded that the DPSK sysiem is considerably inferior to the coherent
PSK system using hard decisions (as mzasured by Eb/NO); however, some of the dif-
ferential is used up by the need for a tranzmitted reference with the latier to resolve
the 180° phase ambiguity. The further conclusion is reached that a significant per-
formance gain (approximately 1.5 db) is available with PSK by the expedient cf going
to four-level quantization from binary hard decision.

However, this involves the
additional complexity of threshold adjustment.

The improvement beyond four-level
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